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ABSTRACT 

 

This research addresses the gap in comprehensive predictive models for 

construction project success rating by exploring the potential of regres-

sion models to evaluate project success rating. By analyzing 130 datasets 

from the National Capital Region, the study utilizes Support Vector Re-

gression (SVR), Multiple Linear Regression (MLR), and Artificial Neural 

Network (ANN) with a 22-30-1 configuration (22 input neurons, 30 neu-

rons in a single hidden layer, and 1 output neuron). The input variables 

represent critical success factors rated on a scale of 1-5, while the output 

variable represents the predicted project success percentage rating. Var-

ious statistical tools, including ANOVA, Lasso Regression, R², MAE, and 

MSE, are utilized for evaluation. The findings reveal that SVR achieved 

the highest accuracy (R² = 0.881, MAE = 2.172, MSE = 7.054), followed 

closely by MLR (R² = 0.874, MAE = 2.180, MSE = 7.470), while ANN (R² = 

0.743, MAE = 3.076, MSE = 15.239) may require refinement. Lasso Re-

gression identified 22 critical success factors, with Financial Condition, 

Effectiveness in Decision-Making, and Compliance to Quality Standards 

ranking as the top three. This research contributes to the advancement 

of construction predictive analytics, which can lead to improved deci-

sion-making and more efficient, effective, and ethical construction prac-

tices. 

 

Keywords: Artificial neural network, Construction project, Predictive  

models, Regression, Success rating 

 

*Corresponding author: 

E-mail:  

 

 

 

  

 

 

  

 

   

 

 

  

 

 

 

Introduction 
A construction business stands as one of the 

most complex and dynamic sectors, character-
ized by multifaceted projects that often involve 
high levels of uncertainty, risk, and resource  
allocation. While advances in technology have 

facilitated significant improvements in various 
aspects of construction, there remains a critical 
gap in predictively assessing the success rate of 
construction projects. Traditional methods for 
gauging the viability and success of construc-
tion projects, often reliant on experience-based 
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judgment and heuristic evaluations, suffer from 
a lack of precision and objectivity. This defi-
ciency presents a pressing issue for organiza-
tions that need to manage projects within spec-
ified budgets, timeframes, and safety parame-
ters, especially given the sector's thin profit 
margins and high stakes concerning human 
lives and environmental impact. 

Recent years have seen the advent of ma-
chine learning technology as a transformative 
tool across various sectors. Its capability to 
make accurate, data-driven predictions has 
been substantiated by several studies in the 
realm of construction. Previous studies have ef-
fectively utilized machine learning to forecast 
the likelihood of fatalities occurring at con-
struction sites (Choi, J. et. al, 2020). Yet, these 
models generally focus on specific metrics like 
safety or productivity, often in isolation from 
each other. There exists a palpable absence of 
comprehensive predictive models that take 
into account a broader range of key perfor-
mance indicators such as safety metrics, 
productivity rates, adherence to budgets, and 
timelines. 

This lacuna in research and practical appli-
cation is especially troubling given the com-
plexity and interdependent risks inherent in 
construction projects, which have been docu-
mented to be significant impediments to their 
success (Gondia, A., 2019). The aim of this 
study is to address the notable deficiency by 
utilizing predictive regression models to assess 
the critical success rate of construction organi-
zations across multiple success factors. The re-
search takes place in an industry that is in des-
perate need of predictive capabilities to en-
hance its management effectiveness, mitigate 
risks, and ultimately enhance its overall suc-
cess rate more details about the paper’s ra-
tionale, motivation, significance, scope and lim-
itations, and the setting of the study. Both the 
Abstract and Introduction should be relatively 
nontechnical yet clear enough for an informed 
reader to understand the manuscript’s contri-
bution. 
 
Success Factors in Construction Project Man-
agement 

The literature reviewed in this study indi-
cates that the critical success factors (CSFs) 

outlined in numerous studies collectively offer 
a comprehensive insight into the multifaceted 
nature of achieving success in construction 
projects. The studies reviewed include those 
conducted by Dessalegn (2021). A recurring 
theme across these references is the para-
mount importance of effective planning and ex-
ecution, which includes factors such as compe-
tence in planning and execution, decision-mak-
ing effectiveness, and project monitoring and 
control mechanisms. 

The integration of these essential elements 
for achievement provides a comprehensive 
framework for understanding and enhancing 
the success of construction projects in different 
circumstances. The findings of this study have 
substantial implications for project managers, 
stakeholders, and researchers alike. Gaining a 
more profound comprehension of the interac-
tion between these Critical Success Factors 
(CSFs) can assist professionals and scholars in 
pinpointing areas that need enhancement and 
implementing strategies to augment the suc-
cess of a project. 

 
Artificial Neural Network (ANN) 

Nitin Malik's article, published in June 
2005, provides a detailed examination of Artifi-
cial Neural Networks (ANN) and their various 
applications. Artificial Neural Networks 
(ANNs) are an intriguing amalgamation of biol-
ogy and computation, drawing inspiration from 
biological neural structures. Malik highlights 
that although artificial neural networks (ANNs) 
aim to replicate the functionality of biological 
neurons, their real value lies in their ability to 
address a wide range of practical issues. The 
utility of Artificial Neural Networks (ANNs) has 
experienced significant growth over the years, 
expanding into various domains. 

Delving deeper, the versatility of ANNs is 
worth underscoring. Unlike traditional algo-
rithms that follow a linear trajectory, ANNs, 
much like the human brain, exhibit adaptive 
learning. This enables them to discern patterns 
and nuances in vast and complex datasets, of-
fering solutions that traditional algorithms 
might overlook. However, this strength also 
raises pertinent questions. How robust are 
ANNs against anomalous data? How do they 
fare in situations where data patterns evolve 
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over time? Malik's exposition, while highlight-
ing the potential of ANNs, inadvertently opens 
up avenues for discussions around their limita-
tions and areas for future research. The article 
subtly underscores that while ANNs offer 
groundbreaking solutions, continuous refine-
ment and contextual applicability remain cru-
cial. 

 
Multiple Linear Regression (ANN) 

The research article, "A Model for Business 
Success Prediction using Machine Learning Al-
gorithms," authored by Ibukun Afolabi et al. in 
2019, offers valuable insights into the utiliza-
tion of machine learning (ML) algorithms for 
predicting business success. This study is 
highly pertinent to the ongoing research pro-
ject that seeks to create predictive models for 
evaluating the crucial success rate of construc-
tion organizations utilizing machine learning 
algorithms. The study conducted by Afolabi et 
al. offers valuable methodologies and findings 
that can be utilized to shape and direct the 
modeling and data analysis approach in the 
construction context. 

Although the primary focus of the research 
is on Naïve Bayes classification algorithms, the 
principle of linear regression, a foundational 
machine learning technique, is inherent in their 
methodology. Linear regression is crucial in un-
derstanding relationships between variables, 
which is a key aspect of predictive modeling. 

Afolabi et al. used Pearson’s correlation co-
efficient, a fundamental concept in linear re-
gression, to select attributes for prediction. 
This approach is crucial for determining the 
magnitude and orientation of relationships be-
tween variables, which is essential in any pre-
dictive model. In the context of the current 
study on construction organizations, a similar 
approach can be used to identify and quantify 
relationships between various success indica-
tors (like safety, budget adherence, and time-
lines) and overall project success. 

Their research highlights the importance of 
precision and recall in evaluating the effective-
ness of predictive models. This aspect is crucial 
for the current study as it emphasizes the need 
for a balance between the accuracy of predic-
tions and the model's ability to generalize 

across different scenarios in construction pro-
jects. 

Afolabi et al. highlights the importance of 
linear regression and other statistical method-
ologies in creating accurate predictive models 
in the field of machine learning. The incorpora-
tion and modification of these methodologies 
in construction organizations for the present 
study have the potential to result in the crea-
tion of a comprehensive and precise predictive 
model. This, in turn, can improve decision-
making processes and increase the likelihood 
of success in construction projects. 

 
Support Vector Regression (SVR) 

The research article titled "Binary gravity 
search algorithm and support vector machine 
for forecasting and trading stock indices" au-
thored by Haijun Kang et al. and published in 
the International Review of Economics & Fi-
nance in March 2023, offers a detailed investi-
gation of the Support Vector Machine (SVM) al-
gorithm, specifically in relation to its applica-
tion in financial prediction. This study is nota-
bly relevant to the current research aimed at 
developing predictive models for assessing the 
critical success rate of construction organiza-
tions using machine learning algorithms. The 
methodologies and findings from Kang et al.'s 
study can provide valuable insights into the 
adaptability and efficacy of SVM in complex 
predictive tasks. 

The Support Vector Machine (SVM) is a re-
silient and adaptable machine learning algo-
rithm employed for tasks involving classifica-
tion and regression. Kang et al.'s study utilizes 
Support Vector Machines (SVM) to predict the 
daily returns of prominent stock indices, show-
casing its effectiveness in managing large and 
intricate datasets. 

The novelty of Kang et al.'s research lies in 
the incorporation of Support Vector Machine 
(SVM) with the Binary Gravity Search Algo-
rithm (BGSA). By optimizing the parameters 
and inputs of SVM, this hybrid approach results 
in improved prediction accuracy. Within the 
construction industry, a comparable hybrid ap-
proach could be utilized. Integrating SVM with 
additional optimization algorithms could po-
tentially improve the predictive accuracy of the  
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construction project success rate by effectively 
analyzing complex data, including factors like 
adherence to budget, project timelines, and 
safety metrics. 

Kang et al. reported an average accuracy of 
52.87% across five stock indices using the 
BGSA-SVM model, outperforming traditional 
methods. This highlights the potential of SVM 
to achieve high accuracy in prediction tasks, 
which is crucial for the development of predic-
tive models in the construction industry. Even 
small variations in factors such as resource al-
location or safety standards can have a signifi-
cant impact on the overall success of a project. 

The successful application of SVM in finan-
cial forecasting suggests its potential adaptabil-
ity to the construction sector. The algorithm's 
ability to handle diverse and complex datasets 
makes it suitable for modeling the multifaceted 
nature of construction projects. 

The use of BGSA to optimize SVM parame-
ters in Kang et al.'s study highlights the im-
portance of fine-tuning machine learning algo-
rithms for specific tasks. In construction  

project prediction, tuning SVM parameters to 
suit the specific data characteristics of con-
struction projects could significantly enhance 
model performance. 

The study's achievement in creating a lu-
crative trading strategy using BGSA-SVM pre-
dictions suggests that a comparably organized 
SVM model could assist in decision-making in 
construction management by offering depend-
able forecasts on project success factors. 

Kang et al.'s research illustrates the effec-
tiveness of Support Vector Machines in han-
dling complex predictive tasks, especially when 
enhanced by optimization algorithms like the 
Binary Gravity Search Algorithm. For the cur-
rent study on construction organizations, lev-
eraging SVM's capabilities, potentially in a hy-
brid model with other algorithms, could lead to 
the development of a sophisticated and accu-
rate predictive tool. This tool could signifi-
cantly aid in strategic planning and decision-
making, enhancing success rates in construc-
tion projects. 

 
Table 1. Most Cited Factors for Project Success Found in Literature 

Success Factor Frequency of References 
Planning and Execution 7 

Compliance to Quality Standards 6 
Effectiveness in Decision Making 6 

Experience 6 

Motivation 6 
Economic Condition 6 
Climatic Condition 6 

Selection of Contract 5 
Project Management 5 

Availability of Resources  5 
Good Communication 5 

Financial Condition 5 
Political Condition 5 

Client's Decision Making 5 

Technical Capability 4 
Risk Management 4 

Good Cost Proposal / Budget 4 
Procurement Strategy 4 

Cost Control & Project Margins 4 

Clear Mission, Vision, and Goals 3 
Timely Completion 3 

Organization Structure 3 
Access to IT / Software 3 
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Success Factor Frequency of References 
Health and Safety Program 3 
Stakeholder Management 3 

Troubleshooting 2 
Leadership 2 

Client's Financial System 2 
Approval in Project Design 2 

Approval of Materials 1 

 
Table 1 presents a comprehensive over-

view of various success factors and their corre-
sponding frequencies of reference to construc-
tion project success. An analysis of this data un-
covers significant trends and priorities within 
this framework. 

The success factor most frequently refer-
enced is Planning and Execution, with a fre-
quency of 7. This highlights the critical role of 
meticulous planning and effective execution in 
achieving project success, emphasizing the im-
portance of comprehensive planning and effi-
cient implementation. 

Compliance to Quality Standards, Effective-
ness in Decision Making, Experience, Motiva-
tion, and Climatic Conditions each have a fre-
quency of 6, underscoring the importance of 
adhering to quality benchmarks, making in-
formed decisions, leveraging experience, main-
taining motivation, and adapting to environ-
mental conditions. 

Selection of Contract, Project Management, 
Availability of Resources, Good Communica-
tion, Financial Condition, Political Condition, 
and Client's Decision Making each have a fre-
quency of 5, emphasizing the significance of 
strategic contract selection, robust project 
management, resource availability, effective 
communication, financial health, stable politi-
cal environments, and responsive client deci-
sion-making processes. 

Technical Capability, Risk Management, 
Good Cost Proposal / Budget, Procurement 
Strategy, Cost Control & Project Margins each 
have a frequency of 4, highlighting the need for 
technical expertise, risk mitigation, financial 
acumen, and strategic procurement practices. 

Clear Mission, Vision, and Goals, Timely 
Completion, Organization Structure, Access to 
IT / Software, Health and Safety Program, and 
Stakeholder Management each have a  

frequency of 3, indicating their foundational or 
supplementary importance. 

Troubleshooting, Leadership, Client's Fi-
nancial System, and Approval in Project Design 
have a frequency of 2, suggesting their second-
ary role within the broader context of success 
factors. 

Approval of Materials has a frequency of 1, 
indicating that it is the least frequently refer-
enced factor, possibly due to established proto-
cols that mitigate its impact on overall success. 

All 30 compiled success factors are selected 
for the study. 

 
LASSO Regression: A Powerful Tool for Fea-
ture Selection and Model Regularization 

LASSO (Least Absolute Shrinkage and Se-
lection Operator) regression is a well-known 
statistical method that has gained significant 
attention in recent years due to its ability to 
handle high-dimensional data with a large 
number of features. It is a form of regularized 
regression that not only estimates the relation-
ship between a dependent variable and inde-
pendent variables but also performs feature se-
lection, making it a powerful tool for model reg-
ularization.  

The core concept of LASSO is based on ordi-
nary least squares (OLS) regression, where a 
penalty term based on the L1 norm (absolute 
value) of the regression coefficients is intro-
duced. This penalty term, controlled by a hy-
perparameter called lambda (λ), shrinks the co-
efficients towards zero. As lambda increases, 
some coefficients become exactly zero, effec-
tively removing those features from the model. 
This feature selection characteristic makes 
LASSO a valuable tool in producing a more in-
terpretable model with fewer, but more in-
formative, features.  
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LASSO offers several advantages over other 
regression methods. Firstly, it performs auto-
matic feature selection by driving coefficients 
of irrelevant or redundant features to zero, 
simplifying the model and improving interpret-
ability. Secondly, the L1 penalty term acts as a 
regularizer that prevents the model from be-
coming overly complex and fitting to noise in 
the data, reducing overfitting, and improving 
generalization performance on unseen data. 
Thirdly, LASSO often yields sparse models, 
where many coefficients become zero, result-
ing in a clearer understanding of which fea-
tures are most influential.  

However, implementing LASSO requires 
careful consideration of the lambda parameter 
and its impact on model complexity and inter-
pretability. Selecting an appropriate lambda 
value involves a trade-off between model com-
plexity and accuracy. Techniques like cross-val-
idation can be used to find the optimal lambda 
value.  

It is important to note that LASSO and ridge 
regression are both regularization techniques 
that differ in their penalty terms. Ridge  
regression uses the L2 norm (squared values) 

of the coefficients, leading to all coefficients 
shrinking but not necessarily becoming zero. 
This can result in less interpretable models 
compared to LASSO.  

Finally, LASSO regression is a powerful tool 
for feature selection and model regularization, 
particularly when dealing with high-dimen-
sional data. Its ability to reduce overfitting and 
sparsity in the model makes it a valuable tool in 
various machine learning applications. How-
ever, selecting an appropriate lambda value 
and understanding its impact on model com-
plexity and interpretability are crucial for suc-
cessful implementation. 

 
Methods  

Regression and machine learning algo-
rithms are revolutionizing construction man-
agement by enabling the prediction of critical 
success factors in this complex, dynamic indus-
try. A well-designed research plan ensured the 
project's accuracy and usefulness, guiding the 
exploration of how machine learning can en-
hance project success, cost efficiency, schedul-
ing, quality, safety, risk management, and 
stakeholder satisfaction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Research Flowchart 
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The research flowchart outlined a system-
atic process for developing a regression model 
to predict the success rate of construction pro-
jects. It comprised several critical stages, each 
of which contributed to the robustness and ac-
curacy of the final predictive model. 

First, the literature review phase had exam-
ined existing research to identify factors influ-
encing construction project success rates. This 
foundational step ensured that the model was 
grounded in established knowledge and that 
relevant variables were considered. 

In the questionnaire development phase, a 
comprehensive questionnaire had been de-
signed to collect data on the identified factors. 
This instrument was critical for gathering em-
pirical data from construction professionals, 
ensuring the model was based on real-world in-
sights and experiences. 

The data collection phase involved admin-
istering the questionnaire through online sur-
veys or interviews, facilitating the accumula-
tion of data essential for model development. 
The quality and breadth of this data directly im-
pacted the accuracy of the predictive model. 

Developing the project success rating 
model involved utilizing the collected data to 
create a predictive model using three regres-
sion algorithms: Artificial Neural Network 
(ANN), Linear Regression, or Support Vector 
Regression (SVR). Each algorithm offered 
unique strengths; ANN was adept at modeling 
complex, non-linear relationships, Linear Re-
gression helped understand linear dependen-
cies, and SVR could handle both linear and non-
linear relationships efficiently. 

The Machine Learning Algorithm stage in-
volved dividing the data into training and vali-
dation sets, commonly split in ratios such as 70-
30, 80-20, or 90-10. Techniques like cross-vali-
dation and performance metrics such as mean 
squared error (MSE) or R-squared were em-
ployed to ensure the model's robustness and 
generalizability. 

Feature Regularization, often utilizing 
LASSO regression, had then been applied to 
minimize model variance and enhance general-
izability. This was crucial for refining the model 
and preventing overfitting. 

 

Subsequently, the models were ranked 
based on their validation set performance to 
identify the most effective model. In the Organ-
ization Model Performance Comparison phase, 
the top-performing models were compared to 
ascertain the best predictive model. 

Finally, the model selection phase, a metic-
ulous process, involved choosing the model 
with the highest performance as the final pre-
dictive tool for assessing the success rate of 
construction projects. This rigorous, multi-step 
process ensured the development of a reliable 
and accurate predictive model grounded in em-
pirical data and robust analytical techniques, 
instilling confidence in the model's reliability. 

 
Research Design 

The study garnered comprehensive in-
sights through an integrative mixed-methods 
approach. To achieve this, it deployed a rating 
scale survey questionnaire targeting pivotal 
participants in the construction ecosystem, in-
cluding project managers, stakeholders, and 
engineers. These surveys were designed to 
gather rich qualitative data, essential for un-
derstanding the nuanced dynamics of construc-
tion projects. 

 
Research Locale 

This study focused specifically on construc-
tion firms operating within the National Capital 
Region. The geographical scope included Ma-
nila, Quezon City, Caloocan, Las Piñas, Makati, 
Malabon, Mandaluyong, Marikina, Muntinlupa, 
Navotas, Parañaque, Pasay, Pasig, Pateros, San 
Juan, Taguig, and Valenzuela. The research fo-
cused on the time frame of 2021 to 2024, a pe-
riod strategically chosen to guarantee the avail-
ability of key stakeholders for effective data 
collection. This time frame also ensured that 
the insights derived from the research were 
both contemporary and pertinent, reflecting 
the latest trends and developments in the con-
struction sector within these urban locales. 

 
Population and Sampling 

The research was designed to capture in-
sights from approximately 130 datasets, com-
prising responses from contractors and their 
evaluators on the client side. This was achieved 
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through a qualitative survey method, under-
pinned by a purposive sampling strategy. In 
qualitative research, the emphasis was placed 

on the depth and richness of the data rather 
than its sheer volume, making it particularly ef-
fective for investigating complex phenomena. 

 
Table 2. Criteria for Selection of Respondents 

CRITERIA FOR SELECTION OF RESPONDENTS 
Age 24 - 60 years of age 
Job Title / Role Contractor's Evaluator / Representative 
Location Cities in the National Capital Region (NCR) 

Years of Experience At least 3 years 
Careers in Construction 
Management 

Construction Manager / Civil Engineer / Architect / Mechanical  
Engineer / Electrical Engineer / Procurement Officer 

Project Size Category B - AAAA 
Certifications Professional Certifications 
Professional Association Professional Association / Organizations 

 
Respondents were selected based on spe-

cific criteria to ensure relevance and expertise. 
Eligible individuals were aged 24-60 and held 
positions such as Contractor’s Evaluator or 
Representative within cities in the National 
Capital Region (NCR). They were required to 
possess a minimum of three years of experi-
ence in roles related to construction manage-
ment, including Construction Manager, Civil 
Engineer, Architect, Mechanical Engineer,  

Electrical Engineer, or Procurement Officer, 
and be involved in projects classified as Cate-
gory B - AAAA. Additionally,  
 
Result and Discussion  

The Results and Discussion may be com-
bined into a single section or presented sepa-
rately. They may also be broken into subsec-
tions with short, informative headings.

 
Table 3. Demographic Data Summary 

Demographic Data 
Age 24-29 (60, 46%), 30-39 (36,28%), 40-49 (24, 18%), and 50-69 (10, 8%) 

Role 
Contractor's Evaluator (74, 57%) and Contractor's Representative (56, 
43%) 

Location 
Manila (92, 71%), Taguig (20, 15%), Muntinlupa (12, 9%), and Makati (6, 
5%) 

Years of Experience 
Less than 6 (52, 40%), 6-15 (44, 34%), 16-25 (24, 18%), and more than 
25 (10, 8%) 

Careers 
Construction Managers (56, 43%), CE (31, 24%), Procurement Officer (18, 
14%), Architect (11, 8%), Mechanical Engineer (8, 6%), and EE (6, 5%) 

 
This study aimed to assess the predictive 

capabilities of Multiple Linear Regression 
(MLR), Support Vector Regression (SVR), and 
Artificial Neural Network (ANN) models by 
comparing their accuracy. The evaluation in-
volved ranking the models based on their per-
formance metrics, including R2, Mean Absolute 
Error (MAE), and Mean Squared Error (MSE). 
Among the models, SVR with a 90-10 data split 
showed the highest predictive accuracy with an 
R2 of 0.881, an MAE of 2.172, and an MSE of 

7.054. MLR with a 70-30 data split followed 
closely, while ANN with a 90-10 data split per-
formed the least accurately with an R2 of 0.743, 
an MAE of 3.076, and an MSE of 15.239. 

In identifying the critical success factors 
(CSFs) for construction project success, the 
study highlighted Financial Condition, Effec-
tiveness in Decision Making, and Compliance to 
Quality Standards as the top three influential 
factors. Other notable CSFs included clear mis-
sion and vision, timely completion, team  
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composition, technical capability, project man-
agement, risk management, and various other  

factors spanning economic conditions and cli-
ent-related attributes. 

 
Summary of Findings 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Summary of Findings 
 

The study also explored how incorporating 
these critical success factors into the predictive 
models improved their performance. It was ob-
served that the ANN model, when incorporat-
ing CSFs, demonstrated significant improve-
ments in predictive accuracy, especially in the 
80-20 data split scenario. The SVR and MLR 
models also showed enhancements, though to 
varying degrees, with significant to moderate 
improvements noted in several instances. 

Advanced machine learning algorithms 
were developed to provide a detailed diagnos-
tic analysis of construction projects, quantify-
ing the contribution of each success factor to 
the overall success rate. The study provided a 

final equation model for ANN, a final equation 
for SVR, and a final equation model for MLR, 
which enabled a comprehensive understanding 
of how each model utilizes different factors to 
predict project outcomes. 

The impact of different data split ratios (70-
30, 80-20, and 90-10) on the models' perfor-
mance was examined. The study found that 
these data split ratios did not significantly dif-
fer in their impact on the models' predictive 
precision, with a P-Value of 0.408 indicating 
statistical similarity across these splits. 

In terms of comparing the models, signifi-
cant differences were found in the R2 values 
between ANN & SVR and ANN & MLR,  
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suggesting that ANN's predictive accuracy was 
notably different from the other two models. 
However, no significant differences were ob-
served in the MAE and MSE values among ANN, 
SVR, and MLR, indicating similar levels of error 
across these models. 

Overall, the study concluded that while SVR 
exhibited the highest predictive accuracy, inte-

grating critical success factors significantly en-
hances the performance of predictive models. 
The findings underscore the importance of se-
lecting appropriate data split ratios and the 
value of advanced algorithms in providing nu-
anced insights into project success determi-
nants. 

 
Ranking of the Critical Success Factors in Construction Projects 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Investigation and Ranking of the Critical Success Factors using Lasso Regression 
 

This study's top three success factors—Fi-
nancial Condition, Effectiveness in Decision-
Making, and Compliance with Quality Stand-
ards—were compared with those from a study 
on the critical success factors of infrastructure 
construction projects. Yamany, M.S., et al. 
(2024) highlighted sufficient funding, the pro-
ject manager's competence, dedication and ac-
tive participation, and effective communication 
and coordination among all parties involved as 
critical success factors, revealing both similari-
ties and differences in contextual importance. 

Both studies emphasize the vital role of fi-
nancial resources and decision-making for pro-
ject success. The focus on "Financial Condition" 
in this research parallels "Adequacy of Fund-
ing" in Yamany, M.S., et al.'s study, underscor-
ing the need for sufficient and continuous fund-
ing. Similarly, "Effectiveness in Decision-Mak-
ing" aligns with "Project Manager's compe-
tence, dedication, and active participation," 
highlighting the project manager's crucial role. 
While this study prioritizes "Compliance with 
Quality Standards" to ensure integrity and sat-

isfaction, Naeem et al. stress "Effective commu-
nication and coordination among all parties" 
for effective organization and timely execution. 
These insights collectively enhance the under-
standing of project success, with this study's 
emphasis complementing Yamany, M.S., et al.'s 
focus, offering a well-rounded view of project 
management. 
 
Final Predictive Models 
ANN Final General Equation Model 
 
𝒚𝒑𝒓𝒆𝒅 = ∑ 𝒘(𝒏+𝟔𝟔𝟎)

𝟑𝟎
𝟏 𝒈𝒏 + 𝒃𝟕    

               
(eq. 1) 
 
SVR Final General Equation Model 
𝒚𝒑𝒓𝒆𝒅 = 𝟓𝟗. 𝟓𝟗𝟏𝟎𝟏𝟏𝟔𝟒𝟓𝟑𝟏𝟎𝟏

+ 𝟖. 𝟗𝟔𝟒𝟔𝟓𝟕𝟑𝟕𝟏𝟖𝟐𝟔𝟓𝟏
∗ [∑(𝜶 − 𝜶 ∗)𝑲(𝒙𝒏, 𝒙)

𝟕𝟗

𝟏− 𝟎. 𝟎𝟎𝟓𝟗𝟎𝟓𝟐𝟕𝟓𝟒𝟐𝟑𝟑𝟎𝟕𝟕𝟗] 
      

              (eq. 
2) 
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MLR Final General Equation Model 
𝒚𝒑𝒓𝒆𝒅  =  𝟓𝟖. 𝟎𝟏𝟓𝟕𝟔𝟏𝟕𝟑𝟓𝟕𝟖𝟒𝟔 −

𝟐. 𝟏𝟖𝟎𝟐𝟒𝟐𝟗𝟖𝟗𝟕𝟑𝟔𝟐𝟑 ∗ 𝒙𝟏 −
𝟒. 𝟖𝟒𝟕𝟒𝟑𝟐𝟎𝟏𝟐𝟕𝟗𝟑𝟎𝟒 ∗ 𝒙𝟐 −
𝟎. 𝟔𝟗𝟔𝟒𝟖𝟓𝟐𝟖𝟎𝟏𝟓𝟓𝟕𝟐𝟒 ∗ 𝒙𝟑 +
𝟑. 𝟐𝟐𝟖𝟓𝟓𝟏𝟏𝟔𝟕𝟗𝟐𝟖𝟒 ∗ 𝒙𝟒 +
𝟑. 𝟕𝟎𝟕𝟏𝟓𝟓𝟑𝟐𝟓𝟖𝟒𝟖𝟒𝟕 ∗ 𝒙𝟓 −
𝟏. 𝟐𝟐𝟓𝟎𝟕𝟑𝟓𝟏𝟏𝟎𝟐𝟓𝟕𝟑 ∗ 𝒙𝟔 +
𝟎. 𝟏𝟎𝟏𝟎𝟑𝟖𝟕𝟒𝟖𝟎𝟕𝟓𝟓𝟒𝟓 ∗ 𝒙𝟕 −
𝟐. 𝟏𝟖𝟕𝟕𝟏𝟎𝟖𝟕𝟓𝟓𝟖𝟕𝟏𝟕 ∗ 𝒙𝟖 +
𝟎. 𝟒𝟔𝟖𝟒𝟓𝟒𝟎𝟓𝟐𝟑𝟏𝟒𝟏𝟒𝟓 ∗ 𝒙𝟗 +
𝟎. 𝟔𝟕𝟐𝟐𝟖𝟏𝟒𝟏𝟓𝟗𝟗𝟏𝟏𝟗𝟕 ∗ 𝒙𝟏𝟎 −
𝟓. 𝟎𝟓𝟎𝟏𝟔𝟗𝟐𝟐𝟔𝟓𝟔𝟖𝟖𝟖 ∗ 𝒙𝟏𝟏 +
𝟏. 𝟏𝟓𝟔𝟎𝟐𝟏𝟒𝟒𝟔𝟔𝟐𝟗𝟑𝟏 ∗ 𝒙𝟏𝟐 −
𝟏. 𝟎𝟐𝟖𝟏𝟐𝟒𝟗𝟔𝟕𝟏𝟔𝟓𝟖 ∗ 𝒙𝟏𝟑 +
𝟐. 𝟓𝟓𝟗𝟎𝟖𝟔𝟕𝟕𝟖𝟒𝟕𝟕𝟖𝟔 ∗ 𝒙𝟏𝟒 +
𝟑. 𝟏𝟔𝟒𝟔𝟏𝟖𝟕𝟔𝟏𝟖𝟎𝟕𝟎𝟕 ∗ 𝒙𝟏𝟓 +
𝟓. 𝟔𝟗𝟓𝟓𝟖𝟑𝟕𝟖𝟗𝟕𝟏𝟕𝟓𝟖 ∗ 𝒙𝟏𝟔 +
𝟐. 𝟐𝟕𝟒𝟑𝟗𝟐𝟔𝟏𝟒𝟗𝟗𝟗𝟗𝟖 ∗ 𝒙𝟏𝟕 +
𝟎. 𝟓𝟒𝟒𝟑𝟗𝟐𝟒𝟒𝟏𝟐𝟑𝟏𝟑𝟔𝟏 ∗ 𝒙𝟏𝟖 −
𝟎. 𝟗𝟎𝟐𝟕𝟐𝟖𝟗𝟒𝟔𝟓𝟏𝟓𝟓𝟐𝟏 ∗ 𝒙𝟏𝟗 −
𝟎. 𝟔𝟓𝟒𝟓𝟐𝟗𝟔𝟒𝟖𝟒𝟒𝟖𝟖𝟐𝟗 ∗ 𝒙𝟐𝟎 +
𝟏. 𝟓𝟎𝟔𝟔𝟒𝟏𝟖𝟒𝟕𝟓𝟔𝟒𝟑𝟕 ∗ 𝒙𝟐𝟏 +
𝟏. 𝟎𝟖𝟎𝟕𝟎𝟑𝟑𝟕𝟗𝟏𝟏𝟕𝟕𝟕 ∗ 𝒙𝟐𝟐(eq. 3) 
 
LEGEND: 
x1 Clear and Realistic Mission, Vision, and 
Strategic Goals 
x2 Compliance to Quality Standards 
x3 Selection of Contract 
x4 Timely Completion 
x5 Team Composition / Organization 
Structure 
x6 Technical Capability 
x7 Project Management 
x8 Troubleshooting 
x9 Risk Management 
x10 Maintaining Health and Safety Program 
x11 Effectiveness in Decision Making 
x12 Experience 
x13 Leadership 
x14 Motivation 
x15 Good Communication 
x16 Financial Condition 
x17 Good Cost Proposal / Budget 
x18 Procurement Strategy 
x19 Economic Condition 
x20 Climatic Condition 
x21 Client's Financial System 
x22 Client's Decision Making 

y OVERALL CONTRACTOR'S PROJECT 
PERFORMANCE (%) 
 
Conclusion  
1. The study evaluated the accuracy of the 

model and found that SVR had the highest R-
squared (R2) value of 0.881, Mean Absolute 
Error (MAE) of 2.172, and Mean Squared Er-
ror (MSE) of 7.054. MLR followed with an R2 
of 0.874, MAE of 2.180, and MSE of 7.470, 
while ANN ranked lowest with an R2 of 
0.743, MAE of 3.076, and MSE of 15.239. 

2. 22 Critical Success Factors are identified us-
ing LASSO Regression, with Financial Condi-
tion, Effectiveness in Decision-Making, and 
Compliance to Quality Standards ranking as 
the top three. 

3. Increase in predictive performance of ANN, 
SVR, and MLR are observed with average in-
creased in R2 of 17.45%, and average de-
crease of MAE and MSE of 0.724 and 6.523, 
respectively. 

4. With R of more than 0.7 and MAE of less 
than 10% the of the average actual value 
from the dataset, ANN, SVR, and MLR can 
perform a comprehensive diagnostic analy-
sis of construction project success rating. 

5. With p-value 0.674, the ANN, SVR, and MLR 
R2 variances across different data splits 
(70-30, 80-20, and 90-10) are statistically 
similar. This implies that the performance of 
these models, as indicated by the R² value, is 
not significantly influenced by the allocation 
of data-split ratios. 

6. While all three models (ANN, SVR, MLR) 
achieved similar prediction errors (MAE 
and MSE), ANN exhibited a statistically dif-
ferent fit (R-squared) compared to the other 
two. This suggests that ANN captured a 
more complex relationship between the in-
put and output variables, potentially due to 
its ability to handle non-linearity. Con-
versely, SVR, although capable of handling 
non-linearity, might have primarily focused 
on the strong linear relationships present in 
the datasets, leading to similar performance 
to the simpler MLR model. This implies that 
for datasets with prominent linear features, 
SVR might not fully utilize its non-linear ca-
pabilities, resulting in performance compa-
rable to linear models like MLR 
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Recommendation 
• To enhance the generalizability of models, 

future researchers should increase dataset 
size beyond the current limit of 130 for 
qualitative research surveys. 

• For future studies, the researcher recom-
mends limiting the number of input varia-
bles to at least 10-20 per output variable in 
regression modeling. This may limit the ex-
istence of overfitting and multicollinearity. 

• It is recommended for future studies to ap-
ply the ANN, SVR, and MLR models devel-
oped in this research to different construc-
tion projects to validate their predictive ac-
curacy and robustness. By using these mod-
els on a diverse set of projects, researchers 
can simulate contractor performance rat-
ings and assess the generalizability of the 
models across various construction man-
agement contexts. Conducting simulations 
with actual performance data will offer val-
uable feedback for refining these predictive 
models, ultimately contributing to more ac-
curate and reliable tools for evaluating con-
tractor performance in the construction in-
dustry. 

• Future researchers should explore alterna-
tive feature selection and factor regulariza-
tion methods other than LASSO regression 
to identify critical factors effectively within 
models, enhancing their predictive accu-
racy and interpretability. 
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