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ABSTRACT 

 

Research is a vital component of a university and, currently, unstruc-

tured big data is a significant issue in various ICT industries and insti-

tutions. To solve this modern problem, the researchers developed a 

system to streamline the manual operations and traditional research 

management system of the university through Natural Language Pro-

cessing (NPL). This quantitative research utilizing descriptive-devel-

opmental design is about designing and evaluating A Segmentation 

Analysis Utilizing Natural Language Processing Model with Interac-

tive Data Analytics Dashboard for Bulacan State University Research 

Management Platform utilizes the framework of progressive proto-

typing in the development process. Consultative meetings, interviews 

and the use of survey questionnaires were held to obtain data from 

ten (10) RDO/CDRU and staff, twenty (20) IT experts and twenty (20) 

academicians were chosen using random sampling. Results show that 

personalize learning management system is excellent in terms of 

functional suitability (M=4.66), performance efficiency (M=4.68), 

compatibility (M=4.67), usability (M=4.74), reliability (M=4.51), secu-

rity (M=4.44), maintainability (M=4.72), and portability (M=4.65). 

Subsequently, the developed system recorded a grand mean of 4.63 

interpreted as Excellent among all ISO/IEC 25010 criteria. This indi-

cates that the system complies with end-user needs as well as soft-

ware quality standards. It is therefore prepared for adoption. Along 

with its implementation, it is recommended to gather feedback regu-

larly and conduct an impact analysis of the effectiveness of using the 

segmentation analysis utilizing natural language processing model 

with interactive data analytics dashboard for research management 

platform. 
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Introduction 
As the information economy has become 

more globalized, research and development 
have become one of the most potent forces 
globally. The average number of academic re-
search publications per year is between one 
and three, but greater numbers could contrib-
ute to a surge in academic research publica-
tions. The volume and speed of academic pub-
lishing have changed dramatically over the past 
century (Smith, 2015). The number of pub-
lished papers has increased dramatically from 
one million in 1980 to greater than seven mil-
lion in 2014. Furthermore, scientific and aca-
demic journals in the Philippines, like in other 
Asian nations, are confronted with an increas-
ing number of academic research publications. 
Thus, the research management office consid-
ers it difficult to manage the vast majority of 
data manually. 

Research is a critical component of a uni-
versity's mission and plays a crucial role in ad-
vancing knowledge, fostering innovation, and 
solving complex problems. Therefore, an ap-
propriate research management platform with 
accurate information regarding research pro-
posals through interactive data analytics dash-
boards and segmentation analysis using Natu-
ral Language Processing (NLP) is necessary. 
Nowadays, big data is a significant focus of 
many industries, including finance, healthcare, 
retail, manufacturing, and even universities. As 
organizations seek to gain insights and make 
better decisions from the vast amounts of data 
they collect, big data can facilitate innovation 
by analyzing the interdependencies between 
humans, institutions, entities, and processes 
and determining new methods to apply these 
insights. According to the College of Arts and 
Technology (Philippines), big data analytics re-
fers to the application of techniques to struc-
tured, semi-structured, and unstructured large 
data collections. Big data analytics tools and 
technologies have become increasingly sophis-
ticated, allowing organizations to process and 
analyze large data sets in real-time, enabling 
faster and more accurate decision-making. 

From the initial assessment of the pro-
cesses of the research management office at 
Bulacan State University regarding research 
proposals, data banking, and processing, one of 
the most significant challenges is ensuring data 
quality. Organizations struggle to effectively 
maintain their data. To be valuable, data must 
be utilized, and this requires curation. Big data 
may contain errors, inconsistencies, and dupli-
cations, making analyzing and drawing mean-
ingful insights challenging. Likewise, it is diffi-
cult to manually track each proposal's status 
and evaluation procedure when submitting 
many research proposals. Furthermore, delays 
in the review procedure may result in various 
problems, impacting the project's overall 
schedule. Today’s researchers can publish in a 
growing number of traditional venues, like con-
ferences and journals, as well as in electronic or 
online repositories and mega-journals with ac-
celerated publication times (Jones & Kim, 
2018). 

Much to the desire of the researcher to en-
hance the processing of the research proposals, 
segmentation data analysis for big data is being 
proposed. Segmentation data analysis divides a 
large and complex data set into smaller, more 
manageable groups or segments based on spe-
cific criteria. Segmentation aims to identify pat-
terns and trends within each segment, which 
can help develop targeted strategies, improve 
retention, and increase overall task perfor-
mance. According to Brown (2020), text seg-
mentation is a fundamentally significant task in 
NLP that has been tackled at various granulari-
ties. Additionally, text segmentation typically 
involves dividing a document into a succession 
of topically cohesive sections. Likewise, text 
segmentation, a common NLP task, separates 
text into its parts following predetermined cri-
teria. It can also be used with documents, 
where the goal is to produce logically sound 
document units. These components, or seg-
ments, can be any structure, such as para-
graphs or sections. Thus, segmentation analy-
sis using NLP models can effectively categorize 
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large volumes of unstructured text data (Miller, 
2021). 

Natural language processing involves text 
preprocessing, part-of-speech tagging, parsing, 
and named entity recognition to extract mean-
ingful information from text data. Deep-level 
grammatical and semantic analysis typically 
employs words as the basic unit, and text seg-
mentation is typically the most important task 
of natural language processing (Garcia & Lee, 
2019). The study aimed to explore the potential 
of using NLP models in segmentation analysis 
and demonstrate how it can uncover insights 
that may not be immediately obvious through 
traditional segmentation techniques. It also 
aims to contribute to the academic literature on 
data analytics, NLP, and dashboard develop-
ment by proposing innovative methods and 
techniques to advance the field and inspire fur-
ther research. 

Hence, the study is expected to advance 
knowledge by exploring new and innovative 
ways of analyzing data by integrating NLP mod-
els and interactive data analytics dashboards. 
The proposal can uncover new insights that 
traditional data analysis methods might miss, 
leading to a better understanding of various 
phenomena and problems. Furthermore, using 
NLP models and interactive data analytics 
dashboards can help the Research Office make 
more informed decisions regarding research 
proposals submitted by faculty members. By 
analyzing data systematically and objectively, 
the Research Office can make decisions based 
on evidence rather than intuition or personal 
biases. 

 
Data Visualization 

According to the University of Waterloo, 
data visualization is the process of presenting 
vast quantities of data in a visual format that re-
veals meaningful patterns in the data. In addi-
tion, the incorporation of interactive visualiza-
tion gave multimodal data such as audio snip-
pets, video, photographs, and transcripts 
meaning (Chen, 2020). The effectiveness of 
data visualizations corresponds to the mecha-
nism or method employed, with easily discern-
ible, significant patterns (Smith, 2017). Moreo-
ver, as stated by IBM, these visual displays of 
information can communicate complex data  

relationships and data-driven insights in a 
manner that is simple to comprehend by utiliz-
ing common graphics such as charts, plots, in-
fographics, and even animations. According to 
White (2021), when attempting to process text 
in a machine learning system, the conversion 
from qualitative to quantitative data is typically 
the first item to be observed. For images, this is 
straightforward because pixel values are al-
ready in numeric form; however, text must be 
processed and segmented prior to being fed 
into a neural network for NLP text analysis. 

 
Research Management Platform 

Research is an integral part of a university’s 
mission and plays a vital role in advancing 
knowledge, fostering innovation, and resolving 
complex problems. The creation of comprehen-
sive research management platforms is a chal-
lenge for institutions seeking to streamline 
processes and encourage innovation. Research 
provides a factual foundation for meeting soci-
ety’s needs. In other words, research is the 
foundation of all initiatives designed to pro-
mote global growth (Garcia & Lee, 2019). A 
study suggests that universities typically estab-
lish tenure or performance review criteria in 
terms of academic research publication. The 
number of published researchers has risen dra-
matically (Jones & Kim, 2018). To compare the 
impact of papers, researchers, journals, and 
universities, it is essential to use metrics such 
as the number of papers, number of citations, 
impact factor, and other sophisticated metrics 
such as the h-index and altmetrics. 

 
Segmentation Analysis 

Several academics have stressed the signif-
icance of text segmentation in NLP. Text seg-
mentation is essential for several NLP applica-
tions, including information retrieval, machine 
translation, and text summarization. Research 
suggests that text segmentation is crucial for 
sentiment analysis because it can recognize 
and evaluate the sentiment of certain sentences 
or phrases (Brown, 2020; Garcia & Lee, 2019). 
Many techniques, including rule-based, statisti-
cal, and machine learning-based, can be used to 
segment text. The type of text data and the par-
ticular NLP task determine the approach to be 
used. Effective text segmentation allows  



Adriano et al., 2025 / A Segmentation Analysis Utilizing Natural Language Processing Model with Interactive Data Analytics Dashboard 

 

 
IJMABER  895 Volume 6 | Number 2 | February | 2025 

 

researchers and practitioners to extract in-
sightful information from text data and  

enhance the functionality of NLP applications 
(Miller, 2021).

 
Table 1. The table represents the Conceptual Model of the Study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The researcher used the agile software de-

velopment model in the process phase. It 
started with the planning wherein the problem 
is being identified.  

Phase 1. In order to facilitate the research 
document review process, it is important to 
collect all existing research documents from all 
program components and compile them into a 
single dataset. This can involve gathering docu-
ments from various sources, such as databases, 
file systems, or websites, and aggregating them 
into a common format. 

Phase 2. On this phase, the document pro-
cessing and data splitting will be done. In Pro-
cess Document Data stage, the dataset will un-
dergo different sub-stages including Extract 
Content, Transform Cases, Tokenize, Filter 
Stopwords (English), System Snowball and Fil-
ter Tokens (by length).  

Phase 3. A model was trained on a training 
dataset using an algorithm selected. The pur-
pose of training a model is to learn a pattern or 
relationship between input features and the 
output variable. The algorithm tried to opti-
mize certain parameters of the model to mini-
mize the difference between predicted and ac-
tual values on the training dataset. Once the 
model was trained, it can be applied on the test 
dataset to evaluate its performance on unseen 
data. 

Phase 4. It is common for new research 
documents to be submitted for review and 
evaluation. Traditionally, this process has been 
done manually by human reviewers, which can 
be time-consuming and resource intensive. To 
address this challenge, the developed system 
can be used to automate the categorization and 
evaluation of new research documents. 
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In the process phase also, the research 
management platform was evaluated accord-
ing to some standardized criteria in determin-
ing the quality of the software as to the follow-
ing indicators: Functional Suitability, Perfor-
mance Efficiency, Compatibility, Usability, Reli-
ability, Security, Maintainability, and Portabil-
ity. 

The output is a proposed Research Manage-
ment Platform using the NLP model with a data 
analytics dashboard for BulSU Research Pro-
posals. 

 
Statement of the Problem  

The general problem of the study was to de-
velop a segmentation analysis utilizing natural 
language processing model with interactive 
data analytics dashboard for Bulacan State Uni-
versity research management platform. 
Specifically, this study sought answers to the 
following questions: 
1. What are the salient features of the pro-

posed Research Management Platform? 
2. How does the NLP model utilize in cluster-

ing the research components of the univer-
sity? 

3. How can the Research Management Plat-
form visualize the status of the university 
research proposals? 

4. How the developed system be evaluated in 
terms of ISO/IEC 25010 in terms of: 

1.1 Functional Suitability 
1.2 Performance Efficiency 

1.3 Compatibility 
1.4 Usability 
1.5 Reliability 
1.6 Security 
1.7 Maintainability; and 
1.8 Portability 
 

Methods  
This study was a quantitative type of re-

search. This research method involves more 
than data collection and tabulation; it also ne-
cessitates accurate analysis, interpretation, 
comparisons, and trend and relationship detec-
tion. 

Likewise, Agile as developmental research 
method was also utilized. The methods intro-
duce new procedures, strategies, and instru-
ments based on thoroughly examining specific 
circumstances. Furthermore, the study utilized 
a validated survey instrument to evaluate the 
developed research management platform. 

 
Natural Language Process (NLP). The de-

veloped system involved using machine learn-
ing algorithms to categorize new research doc-
uments into one of five categories: Anib-Dampi, 
Balat, Yaman, Ugnay, or Kagyat. These catego-
ries may represent different fields of study, top-
ics, or research areas, depending on the specific 
application. The machine learning algorithms 
are trained on a labeled dataset of research 
documents, where each document is associated 
with a category label.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The figure represents the Agile Development process as Research Methodology 
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Software Development Model. Users' in-
put was used as the key control mechanism in 
agile models. It's referred to as a people-cen-
tered approach. Furthermore, because its  

testing cycle time is relatively short, it offers a 
workable version of the product at an early 
stage.

 
Table 1. The table represents the Respondents of the Study 
 
 
 
 
 
 
 
 
 
 
 

As can be gleaned from the table, 10 or 20% 
of RMO (Research and Management Office) 
staff will evaluate the proposed RMO platform. 
Twenty or 40% will come from IT experts, and 

another 20 or 40% will come from academi-
cians. The respondents of the study were RMO 
admin/CRDU and staff, IT experts and Acade-
mician.

 
Table 2. The table represents the 5-point Likert Scale as Research Instrument 

Scale Range Descriptive Rating 
5 4.21 -5.0 Excellent 
4 3.41 - 4.20 Very Good 
3 2.61 -3.40 Good 
2 1.81 -2.60 Fair 
1 1.00 -1.80 Poor 

 
The study utilized a standardized software 

development instrument. A questionnaire was 
a critical tool used in the study. The researchers 
also utilized the ISO/IEC 25010 to standardize 
quality. A metric-based approach is used to as-
sess a given system's quality, and an evolving 
system reliability model is used to predict qual-
ity (Budi et al., 2022). 
 
Data Gathering Procedure 

The researcher prepared a letter to conduct 
the study. The letter was noted by the adviser 
and approved by the dean of the Graduate 
School of La Consolacion Univerity-Philippines 
(LCUP). The researcher personally submitted 
the letter to the Office of the Vice President for 
Research and Extension of Bulacan State Uni-
versity for approval. Likewise, she requested 
permission to get the data from the Research 
Management Office and the Campus Research 

Development Unit for pilot testing of the devel-
oped platform. 

Upon the approval of the Office of the Vice 
President for Research and Extension in the 
conducted study, a courtesy letter for the Direc-
tor of Research Management Office through the 
Campus Research Development Unit was pre-
pared and presented.  

. As part of the study, the accomplished sur-
vey instruments were checked, classified, tal-
lied, tabulated, analyzed, and processed based 
on the research design earlier stated in this 
chapter and in preparation for the upcoming 
oral/final presentation for dissertation evalua-
tors/ panellists. 

 
Data Processing and Statistical Treatment 

The data gathered for the study was tallied 
and computed using Microsoft Excel. In con-
trast, for the statistical treatment of the data, 

 

Respondents Frequency Percentage 

RMO/CRDU  and staff 10 0.20 

IT experts 20 0.40 

Academician 20 0.40 

Total 50 100% 
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the researcher asked the assistance from a 
qualified statistician. The statistical treatment 
of the data was processed using Statistical 
Packages for Social Science (SPSS).  

Descriptive statistics like frequency, per-
centage, and weighted mean were utilized in 
analyzing and interpreting the data. 

 
Result and Discussion  

The developed system was evaluated based 
on software and data quality of ISO/IEC 25010. 
This section presents the results of the system 
evaluation with the designed survey question-
naire adapted from ISO/IEC 25010 standard 

software. The questionnaire was answered by 
twenty (20) information technology experts 
(programmer) as Alpha evaluators, twenty 
(20) Academician as Beta evaluators, and ten 
(10) RMO admin and staff Gamma evaluators 
that are concerned with the developed system. 
Hence, a total of fifty (50) respondents served 
as the basis for the system assessment.  

The researcher used the ISO/IEC 25010 
evaluation tool. The result from the tool deter-
mined whether the system is acceptable in 
terms of functionality suitability, performance 
efficiency, compatibility, usability, reliability, 
security, maintainability, and portability. 

 
Table 3. The table shows the Summary of the Evaluation using ISO/IEC 9126-1:25010:2011 QUALITY 

STANDARDS of IT Experts, Academician, and RMO 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3 presents the overall ratings of IT ex-
perts, academician, and RMO admin and staff 
using ISO/IEC 9126-1:25010: 2011 quality 
standards. It was revealed that the average 
grant mean was excellent (4.72). All indicators 
evaluated in terms of Functional Suitability, 
Performance efficiency, Compatibility, Usabil-
ity, Reliability, Security, Maintainability, and 
Portability were rated excellent. 

 

The salient features of the proposed Re-
search Management Platform are the fol-
lowing: 

The system may offer analytical tools to 
generate reports and charts summarizing the 
clustering of the research proposal based on 
the research components of the university. 
These reports can be useful for evaluating the 
institution's research productivity and identi-
fying areas that may require improvement. 

 
 
 
 
 
 
 
 

 

 

Indicators WM Verbal Interpretation 

Functional Suitability 4.72 Excellent 

Performance Efficiency 4.78 Excellent 

Compatibility 4.72 Excellent 

Usability 4.80 Excellent 

Reliability 4.67 Excellent 

Security 4.58 Excellent 

Maintainability 4.73 Excellent 

Portability 4.77 Excellent 

Grand Mean 4.72 Excellent 
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Figure 3. The figure shows one of the security features of the system, which is the Login Page. To track 

information, history of the users entering the system 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. The figure presents File uploading, as inputted via a PDF file manually uploaded via the 

research proposals. This would include an upload of rationale of research proposal 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. The figure shows the Generate reports page, which is a feature of the system that includes 

a report generation summary of research proposals per research title, section or depart-
ment/college, category/ research components, school year and school/campuses 
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Figure 6. The figure shows the Graph Reports page, which is the part of the system that presents the 

summarized data and makes data presentable and easy to understand 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. The figure shows the school page. Schools page is a part of the system was used to add 

school name/campuses for uploading the research proposals 
 
The NLP model utilized in clustering the re-
search components of the university. 

The system involves using machine learn-
ing algorithms to categorize new research pro-
posal documents into one of five categories: 
Anib-Dampi, Balat, Yaman, Ugnay, or Kagyat. 
These categories may represent different fields 
of study, topics, or research areas, depending 
on the specific application. The machine learn-
ing algorithms are trained on a labeled dataset 
of research documents. 

A sample rationale was provided that was 
learned by the algorithm. A model was trained 
on a training dataset using an algorithm. The 
purpose of training a model was to learn a pat-
tern or relationship between input features and 
the output variable. The algorithm tried to op-
timize certain parameters of the model to min-
imize the difference between predicted and ac-
tual values on the training dataset. 
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Figure 8. The figure shows a sample rationale as a test subject for the system 
 

This are the sample rationale that was 
learned by the algorithm. A model was trained 
on a training dataset using an algorithm. The 
purpose of training a model was to learn a pat-
tern or relationship between input features and 
the output variable. The algorithm tried to op-
timize certain parameters of the model to  

minimize the difference between predicted and 
actual values on the training dataset. 

The “en_core_web_md” is like a dictionary 
where the words of rationale inside the system 
goes through the “en_core_web_md”, then all 
the words of rationale inside the dictionary 
were compared. 

 
 
 
 
 
 

Figure 9. The figure shows a sample code named as en_core_web_md 
 

The researcher used “mode_word_vec-
tor.fit()” to create model using the sample ra-
tionales and the words came from the 

“en_core_web_md” that serves as dictionary, 
then it will now group/cluster the words based 
on the given category. 

 
 
 
 
 
 
 
 
 
 

Figure 10. The figure shows a sample code named as joblib file 
 

This is the prediction part, the ones used 
was the “joblib file” (model that used to predict 
function in clustering research proposals).  

The NLP algorithm will gather all the ra-
tionale in the research proposals for training 
and clustering, then algorithm will be proven 
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based on the words of the rationale to create 
NLP model. 
 
Summary of Findings 

After careful analysis of all the data gath-
ered and evaluated, the summary of findings is 
presented as follows: 
1. The development of the system was man-

aged carefully to come up with the desired 
output. The comments given by the re-
spondents comply with the result of the 
evaluation which corresponds that the sys-
tem has met its objectives.  

2. The study developed a system suitable for 
web platform that automates the processes 
involved in predicting program placement 
using python computer programming lan-
guage that was often to use to build websites 
and software, automate tasks, and conduct 
data analysis. 

3. The different features and functions that are 
provided in the system it includes major 
functions of segmentation analysis utilizing 
NLP model such as (a) File uploading (b) 
Generate reports and (c) Graph Reports. 

4. The NLP model was successfully tested and 
used in the system and proved to be integral 
in the development of the system.  

5. The system was evaluated using the ISO/IEC 
25010.  The following evaluators have been 
grouped into three: IT experts as alpha eval-
uator, Academician as beta evaluators, and 
RMO admin and staff as gamma evaluators. 
The results yielded are Excellent by the eval-
uators on the following attributes:  Func-
tional Suitability, Performance Efficiency, 
Compatibility, Usability, Reliability, Secu-
rity, Maintainability, and Portability.  In 
summary, this is a good indication that all 
respondents have seen the overall perfor-
mance of the system as generally successful.   

 
Conclusion  

After the study was completed, demon-
strated, and tested, the researcher concluded 
that all objectives in the study entitled A Seg-
mentation Analysis Utilizing Natural Language 
Processing Model with Interactive Data Analyt-
ics Dashboard for Bulacan State University Re-
search Management Platform were met. 

Based on the NLP model used in the system, 
this model is useful in categorized BulSU re-
search proposals because they provide a way to 
systematically analyze a large amount of data 
and identify the most important factors or var-
iables to categorized the research proposals. 

The developed system is suitable for web 
platform that helps to support the RMO admin 
and staff can more accurately know the catego-
rize or classification of research proposals, 
which can help ensure to provide valuable tools 
and insights to streamline the research pro-
posal process and improve research quality. 
1. The system can now be accessed through in-

ternet with the use of any platform.  
2. Based on the evaluation results yielded, the 

system has successfully met and achieved all 
the desired functionalities required of a Seg-
mentation Analysis Utilizing NLP Model.   

3. The results of the evaluation suggest the 
possibility of using the A Segmentation Anal-
ysis Utilizing Natural Language Processing 
Model with Interactive Data Analytics Dash-
board for Bulacan State University Research 
Management. 

 
Recommendations 

The following are the deemed recommen-
dations of the researcher based on the findings 
and conclusions that were derived: 
1. Upgrade bandwidth to prevent network 

congestion and bottlenecks, which can 
cause latency problems, packet loss, and 
sluggish response times. 

2. Include employees in the process of learning 
new skills, acquiring new knowledge, and 
training. Training employees means show-
ing them how to do a certain task or method 
to help them do their jobs better. 

3. Consider recommendations and gather 
feedback regularly. Create segmentation 
that satisfies customers by prioritizing the 
features that the majority of users was em-
ploy, based on their input.  
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