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**ABSTRACT**

In recent years, convolutional neural networks (CNNs) have achieved amazing success in a variety of image categorization tasks. However, the architecture of CNNs has a significant impact on their performance. The designs of the most cutting-edge CNNs are frequently hand-crafted by experts in both CNNs and the topics under investigation. As a result, it's tough for users who don't have a lot of experience with CNNs to come up with the best CNN architecture for their individual image categorization challenges. This work investigates the application of the Fibonacci numbers to efficiently solve picture classification challenges by utilizing the hyperparameter of image dimension of COVID and non-COVID x-ray images. The suggested algorithm's greatest strength is the development of a CNN model that can be utilized for COVID viral prognosis using x-ray images to supplement existing COVID pandemic testing techniques. The proposed approach is tested using the metrics of training time, accuracy, precision, recall, and F1-score on commonly used benchmark image classification datasets. According to the experimental data, the CNN model with an image dimension of 55 x 55 surpasses the other CNN models in terms of training time, accuracy, recall, and F1-score. Several issues were raised about how to choose the best CNN models for prognostic picture categorization.
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**Background**

Big data in the medical and healthcare industry possesses enormous potential and has the ability to substantially benefit hospitals and science in general. Indeed, healthcare data analytics has the ability to cut treatment costs, forecast epidemic breakouts, prevent preventable diseases, and generally improve people's
quality of life. The average human lifetime is growing globally, posing significant hurdles for current therapy delivery technologies. Health experts can gather a lot of data and utilize it for their decision-making.

In a clinical setting, a huge amount of data is generated in medical checkups (Seki et al., 2021), medical laboratory tests (Maisenhaelter et al., 2018), and medical transcription activities (Shafique et al., 2019). Data can be used to create customized care plans, thereby increasing patient satisfaction with medical treatment and care quality (Islam et al., 2018). Data is frequently separated into two categories: structured data and unstructured data. As the name implies, structured data is information that can be recorded and shown in a consistent and ordered fashion. Validation of this sort of data against anticipated plausible parameters is straightforward, as is analysis and interpretation. This category of healthcare data includes data that has been coded using a standardized coding system such as ICD-CM, LOINC, or SNOMED. Additionally, structured data may include numerical values such as height, weight, blood pressure, and pulse rate, as well as categorical or ordinal values such as blood type or disease diagnosis stages. As compared with structured data, unstructured data is frequently in the form of free text, voice narratives, and image data, which most analytics software is incapable of collecting and analyzing numerically to draw relevant insights. Analyzing and interpreting unstructured data is far more challenging than structured data. Free texts are not as easily classified as structured numerical data points. For instance, a blood pressure measurement is denoted by a little number. Clinical information, on the other hand, such as patient symptoms during the doctor’s visit, is frequently documented as unstructured text. A doctor’s note that contains medical symptoms and prescriptions may need to be read by someone because of the possible spelling mistakes, and abbreviations.

The COVID Pandemic

During the third week of April 2020, the World Health Organization received over 2.6 million confirmed cases across 213 countries and regions (World Health Organization, 2020). WHO classified the COVID-19 epidemic as a public health emergency of international concern on January 30, 2020, succeeding Ebola in 2019, Zika in 2016, Polio in 2014, and H1N1 in 2009 (Shrivastava, 2020). The virus’s rapid global growth and increasing death toll have sparked major concerns about the virus’s global proliferation. Due to the rapid increase of confirmed cases, the World Health Organization (WHO) declared the global COVID-19 outbreak a pandemic on March 11, 2020 (World Health Organization, 2020). COVID-19 can be transmitted from person to person and animal to animal, and infection can arise as a result of exposure to symptomatic or asymptomatic people. The pandemic has disrupted the operations of healthcare institutions, especially in attending to the medical needs of patients (Bernacki et al., 2021). Problems involve reduced in-person medical consultations (Baum et al., 2021), postponement in diagnosis and treatment (De Luca et al., 2022), cancellation of dental appointments (Long & Corsar, 2020), increased online consultations (Iyengar et al., 2020), and modifications to medications or treatments (Kaye et al., 2020), but they go beyond these new normal medical practices. Health policymakers and medical professionals were also faced with an unusual and ethical dilemma in the early stages of the COVID pandemic (Menon & Padhy, 2020). They didn’t know how to treat COVID patients without a known cure or treatment. Early detection through rapid testing, case tracking, and isolation were the best strategies implemented during the early phases of the pandemic to reduce transmission and severe COVID cases (Hashmi & Asif, 2020; Kang et al., 2020).

One of the challenges that countries have to face as they open their economies even after the development of COVID vaccines is the cost of testing. With numerous government institutions, business establishments, and offices demanding a negative result prior to admission, obtaining a COVID test has only become a significant obstacle. The COVID-19 test is available in two distinct forms. The more sensitive molecular PCR tests, which must be analyzed in a laboratory, will find COVID sooner. Because of the rapid spread of Omicron, a person may have to wait several days for a PCR test, as the
laboratories that analyze the specimens are also overburdened (Del Rio et al., 2022). Antigen tests, which provide results in minutes, can be performed at home. However, as the omicron variant ravages the whole world, countries are facing shortages of COVID antigen testing kits (Mellor, 2022), making it more challenging to identify and isolate patients who are infected with the virus. However, the COVID pandemic generated an immense amount of unstructured data that can be used by healthcare policymakers to manage the pandemic. One of the potential unstructured data sources that can be utilized to manage the pandemic is the x-ray images of COVID positive patients. Early detection of the virus is critical for proper COVID treatment. Artificial intelligence can be tapped to develop models that can be used for early detection of the virus. Additionally, artificial intelligence models can increase the productivity of medical professionals by accurately delineating infections in X-ray and CT images, allowing for subsequent measurement (Shi et al., 2020). In fact, one doesn’t have to be a medical professional or a radiologist to analyze and evaluate x-ray image datasets. A person can develop a machine learning model that predicts whether an x-ray image is COVID positive or not as long as she/he has the appropriate datasets and programming background (Tizhoosh & Fratesi, 2021).

**Machine Learning and Computer Vision Algorithms**

Machine learning is a branch of artificial intelligence that focuses on statistical models and analytical algorithms (Johnson et al., 2018). It is used by systems to carry out tasks without specific guidelines, relying instead on hidden patterns, sequences, and inference. Computers perform machine learning tasks with little input from software developers. It makes decisions based on data and lets it be used in new ways in a wide range of industries, especially in the discipline of healthcare. On the other hand, computer vision is the practice of employing computers to comprehend digital images and movies. It aims to automate operations that are currently being performed by human vision. This includes techniques for capturing, analyzing, manipulating, and evaluating digital images, as well as data extraction from the real world in order to generate information (Colyer et al., 2018). Additionally, it encompasses subdomains such as visual recognition, camera tracking, and motion detection, making it applicable to fields such as medicine, transportation, and object modeling. Simply defined, computer vision utilizes a device equipped with a camera to capture images or movies and then perform analysis. Computer vision and machine learning are two applications that have grown progressively inextricably linked. Machine learning has aided in the advancement of computer vision in terms of prognosis, diagnosis, localization, lateralization, and segmentation in medical image analysis (Yuan et al., 2022). Computer vision, in turn, has expanded the coverage of machine learning in signal and image processing for clinical practice (den Eynde et al., 2022). Several machine learning algorithms have already been utilized to perform image classification in the healthcare industry, such as support vector machines (Jimoh et al., 2022), k-means (Khan et al., 2021), decision trees (Ghiasi & Zendehboudi, 2021), and artificial neural networks (Kumar & Kumar, 2021).

Through this study, a convolutional neural network algorithm will be made and used to make an image prognosis classification model for the COVID-19 virus that can be used to find the virus in x-ray images.

**Convolutional Neural Network**

Yann LeCun is widely regarded as the inventor of convolutional neural networks. In 1988, he developed the first convolutional neural network, dubbed "LeNet." LeNet was used to perform tasks such as detecting postcodes and figures (LeCun, 1988). A Convolutional Neural Network (ConvNet/CNN) is a type of deep learning algorithm that can accept an image as an input, allocate significance (trainable weights, functions, and biases) to different regions in the image, and distinguish between them and can be used for image classification (Han et al., 2018) and human activity tracking (Basavaiah & Patil, 2020). Convolutional networks require fewer extensive preprocessing operations than other classification techniques (Arora & Kansal, 2019). The structure of a ConvNet is akin to the connectivity network of
neurons in the biological brain of a person and was inspired by the visual cortex’s arrangement. Individual neurons react to changes exclusively within a specific portion of the visual field referred to as the receptive field. A cluster of such fields will overlap to completely fill the visual field (Strisciuglio & Petkov, 2021). However, one of the challenges of implementing the CNN algorithm is the determination of the appropriate hyperparameters of the model (Li et al., 2021). Different datasets necessitate distinct sets of hyperparameters for accurate prediction. The enormous number of hyperparameters makes it hard for machine learning developers to pick which to utilize (Zhang et al., 2019). There seems to be no definitive answer for how many layers are optimal in CNN, how many neurons are optimal per layer, or which optimizer is optimal for all datasets. Hyperparameter tuning is necessary to determine the optimal set of hyperparameters from which to generate the model from a given dataset. The goal of hyperparameter tuning is to optimize the accuracy of the model as well as the utilization of the computing power of the device (Rajagopal et al., 2020).

**Fibonacci Number for Image Dimension**

Ideally, the higher the image dimension, the more accurate the CNN model will produce. However, it will compromise the computational power of the device with respect to the central processing unit, graphical processing unit, and random-access memory. Thus, the model should be tuned up to find the least number of image dimensions without compromising the accuracy of the CNN model. In this study, the image dimension as an input hyperparameter will be tuned up using the selected numbers in the Fibonacci sequence. The Fibonacci sequence is a collection of numbers, each of which is the sum of the two preceding numbers. The series begins with 0 and 1 and continues indefinitely: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, and so on. This mathematical equation can be used to describe the Fibonacci sequence: $X_{n+2} = X_{n+1} + X_n$. Another critical number in mathematics is concealed within the Fibonacci series, which is the golden ratio. It is a number, like pi, which has an indefinite fractional progression with no patterns. It begins with $\phi = 1.61803$. It is calculated as the proportion of an $A \times B$ rectangle where $A/B$ equals $(A + B)/A$. Numerous artists view this as the ideal proportion for an art based on mathematical principles (Stone, 2020; Pedersen, 2020; Scheps, 2020). When a number in the Fibonacci sequence is divided by the preceding number in the series (for example, 5/3), the fraction becomes increasingly close to the golden ratio as the Fibonacci sequence increases in size.

**Research Objectives**

The objective of this study is to determine the best CNN model with respect to accuracy and the computing capacity of the device. This study used the numbers 21, 34, 55, 89, and 144 of the Fibonacci sequence as the hyperparameters of the image dimension to identify the best CNN model. Thus, the following image dimensions will be used in this study: 21 by 21, 34 by 34, 55 by 55, 89 by 89, and 144 by 144.

**Methods**

This study utilized the combination of positive and negative COVID x-ray images to develop a CNN model (El-Shafai & Abd El-Samie, 2020). All of the x-ray images went through the 7-step CNN process. The first process is the creation of training sets and validation sets of x-ray images (Lalwani et al., 2022).

**Dividing the Datasets into Training and Test Sets**

The positive and negative Covid x-ray image datasets were divided into training and validation sets using a ratio of 80:20. The training dataset consists of 7,487 x-ray images while the validation dataset consists of 1,870 COVID x-ray images. The training set is a collection of image data which is used to train the CNN model and teach it how to recognize hidden features and patterns in the x-ray image. The same training data is supplied to the neural network repeatedly in each epoch, and the model proceeds to learn the attributes of the data. An epoch is a word used in machine learning that refers to the number of passes the algorithm has made across the full training dataset. Batches are commonly used to group data sets. Another term for an epoch is "iteration," referring to the process of running one batch of
Building the Convolutional Layers of Neural Network

The second step is to build the convolutional layers for the neural network (Chauhan et al., 2018). Multiple hidden layers in CNN aid the extraction of information from an image. Convolutional layers perform a convolution on the input before forwarding the output to the next layer. In image classification, every image is projected as a pixel value matrix. The pixels in a convolution’s receptive area are all converted to a fixed value of either 1 or 0. If you apply a convolution to an image, for example, you will reduce the size of the image while also bringing all of the information in the area together into a pixel value. The convolutional layer’s final output is a vector. We can employ several types of convolutions depending on the nature of the problem we’re trying to solve and the features we want to learn. This layer is where we manipulate the image dimension of our input data using the following dimensions: 21 by 21, 34 by 34, 55 by 55, 89 by 89, and 144 by 144.

Building the Rectifier Linear Units

The third step is to build the rectifier linear units’ layer (ReLU). The method in the rectifier linear layer removes all negative values from the segmented image and replaces them with zero. When the network input exceeds a particular threshold, the rectifier linear function is activated. As a result, when some input is less than zero, the output is also zero. When the input exceeds a particular threshold, however, the dependent variable and the input have a linear relationship. This means it can speed up the process of training a convolutional neural network (Lin & Shen, 2018). The goal of using the rectifier function is to make the images look non-linear (Nayak et al., 2020). The reason for this is that images and pictures are non-linear by nature. An image has a number of non-linear elements, such as transformations between pixels, adjustments in the borders, and saturation of colors. The rectifier tends to remove the linearity even further, compensating for any linearity that may be imposed on an image during the convolution process.
Flattening the Image and Connecting the Layers of CNN Model

The fifth step is the flattening of the images and connecting all the layers of the CNN model. Flattening is the process of turning data into a one-dimensional array for use in the next layer (More et al., 2021). To construct a single continuous feature vector, the CNN architecture must flatten the output of the convolutional layers. It entails translating the pooled feature image map obtained during the pooling process into a one-dimensional vector. It’s also linked to the complete classification algorithm, which is referred to as a "fully connected layer." Attaching the artificial neural network to the current convolutional neural network is the task of the connection layer process. The artificial neural network's layers are superseded by a fully connected layer, which is a form of hidden layer. The neurons in a fully linked layer are all interconnected to the neurons in the subsequent layer. In a convolutional neural network, the fully connected layer's job is to discover certain features in an image and develop a model that will be used to classify images. The neurons in the convolutional layers are associated with a unique feature that may be represented in a picture. The score that the neuron sends to the next layer represents the probability of the attribute’s presence in the image.

Compiling and Training the CNN Model using the Training Dataset

The sixth step is to compile and train the convolutional network model. Compilation is a phase in the convolutional neural network that converts the previously defined sequence of layers into an efficient and fast series of matrix operations and transformations. Compilation can be thought of as a pre-computation phase that allows the machine to train the model using the algorithm and the image datasets as the inputs. A convolutional neural network is trained in two phases: the forward phase, in which the input is sent entirely through the network, and the backward phase, in which the input is transmitted entirely through the network (Traore et al., 2018). Gradients were back propagated (backprop) while weight parameters were updated in the second phase. Throughout the forward sequence, each layer will store any data required for the backward phase, like image inputs and approximate features. This implies that any backward phase must be succeeded by a forward phase. Every layer collects a gradient and will also transfer back a gradient during the backward phase. It will acquire the loss gradient in relation to its outputs and send the loss gradient in relation to its inputs. The training time of CNN models was processed using the Levene Test of Homogeneity to assess whether the data is homogenous or not. This study utilized the Analysis of Variance (ANOVA) and Post-Hoc Test through SPSS to compare the mean of the training time for 50 epochs of each CNN model.

Implement the Trained CNN Model using the Test Dataset

The final step is to make a prediction using a test dataset consisting of 130 COVID positive x-ray images and 50 COVID negative images. The trained model will be tested and implemented on the test set. A confusion matrix was constructed to determine the type 1 and type 2 errors, accuracy, precision, recall, and F1-score of each model. The type 1 error refers to the predicted positive COVID x-ray images of the CNN model when the actual COVID x-ray images are negative. The type 2 error refers to the predicted negative COVID x-ray images when the actual COVID x-ray images are positive. The accuracy of a CNN image prognosis classifier is basically the frequency with which it produces the correct prediction. Accuracy is measured by the ratio of the number of successful predictions to the total number of forecasts. Precision is the ratio of the overall quantity of successfully categorized COVID positive x-ray images divided by the total number of anticipated COVID positive x-ray images. The proportion of the overall number of correctly identified positive COVID x-ray images to all positive COVID x-ray images is known as the "recall." The F1 score is the symmetrical mean of precision and recall, and it ranges from 0 to 1. The accuracy, precision, recall, and F1-score of the CNN prognosis image classification model can be
interpreted as ideal metrics if the value is within the range of 0.80 to 1.00. The following are the equations of accuracy, precision, recall, and F1-score used to measure the performance of the models.

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{True Positive} + \text{True Negative} + \text{False Positive} + \text{False Negative}}
\]

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

\[
F1 - \text{score} = 2 \times \left( \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \right)
\]

This study utilized the Python 3.8 programming language, Jupyter notebooks, tensorflow, keras, pandas, and numpy libraries to develop the convolutional neural network models. All of the convolutional neural networks have 2 hidden layers and 233 neuron nodes for each hidden layer. The optimizer that was used in the model is adaptive moment estimation or Adam. Adam is a first-order gradient-based stochastic objective function optimization algorithm based on adaptive estimations of lower-order moments. Adam is a lot of work, but it doesn’t use a lot of memory, isn’t affected by gradient diagonal rescaling, and is good for problems with a lot of data or hyperparameters (Kingma & Ba, 2017).

**Results and Discussion**

This section discusses the simulation results achieved using the convolutional neural network classification model for COVID and non-COVID images, which were trained using specified Fibonacci numbers as hyperparameters of image dimension. Table 1 shows the total and the average training time for each model.

**Table 1. Training Time of CNN Models**

<table>
<thead>
<tr>
<th>CNN Models by image dimensions</th>
<th>Number of X-ray images in Training Sets</th>
<th>Number of X-ray images in Validation Sets</th>
<th>Total Number of X-ray images</th>
<th>Total Training Time in seconds (50 epochs)</th>
<th>Average Training Time per epoch in seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 by 21</td>
<td>7,487</td>
<td>1,870</td>
<td>9,357</td>
<td>5146</td>
<td>102.92</td>
</tr>
<tr>
<td>34 by 34</td>
<td>7,487</td>
<td>1,870</td>
<td>9,357</td>
<td>4910</td>
<td>98.20</td>
</tr>
<tr>
<td>55 by 55</td>
<td>7,487</td>
<td>1,870</td>
<td>9,357</td>
<td>5221</td>
<td>104.42</td>
</tr>
<tr>
<td>89 by 89</td>
<td>7,487</td>
<td>1,870</td>
<td>9,357</td>
<td>6604</td>
<td>132.08</td>
</tr>
<tr>
<td>144 by 144</td>
<td>7,487</td>
<td>1,870</td>
<td>9,357</td>
<td>8383</td>
<td>167.66</td>
</tr>
</tbody>
</table>

Based on the results of the Levene Test of Homogeneity, the dataset of training time is heterogeneous, as shown in Table 3. Thus, Dunnett T3, as the post hoc test, was adapted along with ANOVA to describe the difference between the means of the training time of CNN models. Table 3 shows the results of the analysis of variance, while Table 4 shows the post-hoc test.
Table 1. Test of Homogeneity of Variances

<table>
<thead>
<tr>
<th>LEVENE STATISTIC</th>
<th>DF1</th>
<th>DF2</th>
<th>SIG.</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.37</td>
<td>4</td>
<td>245</td>
<td>.000</td>
</tr>
</tbody>
</table>

Table 2. Analysis of Variance for Training Time

<table>
<thead>
<tr>
<th>SUM OF SQUARES</th>
<th>DF</th>
<th>MEAN SQUARE</th>
<th>F</th>
<th>SIG.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BETWEEN GROUPS</td>
<td>171076.46</td>
<td>4</td>
<td>42176.11</td>
<td>271.37</td>
</tr>
<tr>
<td>WITHIN GROUPS</td>
<td>38612.76</td>
<td>245</td>
<td>157.60</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>209689.22</td>
<td>249</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Dunnett T3 Post-Hoc Test

<table>
<thead>
<tr>
<th>(I) CNN MODEL</th>
<th>(J) CNN MODELS</th>
<th>MEAN DIFFERENCE (I-J)</th>
<th>STD. ERROR</th>
<th>SIG.</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 BY 21</td>
<td>34 by 34</td>
<td>4.720*</td>
<td>.822</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>55 by 55</td>
<td>-1.500</td>
<td>1.639</td>
<td>.987</td>
</tr>
<tr>
<td></td>
<td>89 by 89</td>
<td>-29.160*</td>
<td>2.488</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>144 by 144</td>
<td>-64.740*</td>
<td>2.623</td>
<td>.000</td>
</tr>
<tr>
<td>34 BY 34</td>
<td>21 by 21</td>
<td>-4.720*</td>
<td>.822</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>55 by 55</td>
<td>-6.220*</td>
<td>1.707</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td>89 by 89</td>
<td>-33.880*</td>
<td>2.533</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>144 by 144</td>
<td>-69.460*</td>
<td>2.667</td>
<td>.000</td>
</tr>
<tr>
<td>55 BY 55</td>
<td>21 by 21</td>
<td>1.500</td>
<td>1.639</td>
<td>.987</td>
</tr>
<tr>
<td></td>
<td>34 by 34</td>
<td>6.220*</td>
<td>1.707</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td>89 by 89</td>
<td>27.660*</td>
<td>3.003</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>144 by 144</td>
<td>63.240*</td>
<td>3.020</td>
<td>.000</td>
</tr>
<tr>
<td>89 BY 89</td>
<td>21 by 21</td>
<td>29.160*</td>
<td>2.488</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>34 by 34</td>
<td>33.880*</td>
<td>2.533</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>55 by 55</td>
<td>27.660*</td>
<td>2.903</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>144 by 144</td>
<td>35.580*</td>
<td>3.553</td>
<td>.000</td>
</tr>
<tr>
<td>144 BY 144</td>
<td>21 by 21</td>
<td>64.740*</td>
<td>2.623</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>34 by 34</td>
<td>69.460*</td>
<td>2.667</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>55 by 55</td>
<td>63.240*</td>
<td>3.020</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>89 by 89</td>
<td>35.580*</td>
<td>3.553</td>
<td>.000</td>
</tr>
</tbody>
</table>

* The mean difference is significant at the 0.01 level.

The results of the analysis of variance and the post-hoc test show that there is a significant difference between the training times of the 5 CNN models. There is no significant difference in the training time between the CNN models of 21 by 21 and 55 by 55 image dimensions. On the other hand, results suggest that the higher the image dimensions, the more time it needs to train the CNN model. Table 5 shows the confusion matrix of the CNN models, which indicates the number of actual values versus predicted values.

Table 4: Confusion Matrix

<table>
<thead>
<tr>
<th>CNN Models by image dimensions</th>
<th>True Positive</th>
<th>True Negative</th>
<th>False Negative</th>
<th>False Positive</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 by 21</td>
<td>65</td>
<td>49</td>
<td>65</td>
<td>1</td>
<td>180</td>
</tr>
<tr>
<td>34 by 34</td>
<td>96</td>
<td>42</td>
<td>34</td>
<td>8</td>
<td>180</td>
</tr>
</tbody>
</table>
Based on the confusion matrix, the CNN model with an image dimension of 55 by 55 has the highest value of accuracy at 0.85, with 9 x-ray images falling into the category of "false positive". In terms of precision, the CNN model with an image dimension of 21 by 21 got the highest predicted positive COVID x-ray images at 0.98, with only 1 x-ray image wrongly predicted as positive. For the recall, the CNN model with an image dimension of 55 by 55 captured the least number of "false negatives" with a value of 0.93. Finally, the CNN model with an image dimension of 55 by 55 got the highest value of the F1-score at 0.89, which suggests that the same model has the best balance between precision and recall. The accuracy, precision, recall, and F1-score of the five CNN image classification models are summarized in Table 6.

Table 5: Metrics of CNN Models

<table>
<thead>
<tr>
<th>CNN Models by image dimensions</th>
<th>True Positive</th>
<th>True Negative</th>
<th>False Negative</th>
<th>False Positive</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 by 55</td>
<td>121</td>
<td>31</td>
<td>9</td>
<td>19</td>
<td>180</td>
</tr>
<tr>
<td>89 by 89</td>
<td>103</td>
<td>25</td>
<td>27</td>
<td>25</td>
<td>180</td>
</tr>
<tr>
<td>144 by 144</td>
<td>116</td>
<td>20</td>
<td>14</td>
<td>30</td>
<td>180</td>
</tr>
</tbody>
</table>

Discussion

Among the 5 CNN models, the CNN model with an image dimension of 55 by 55 has the highest accuracy. However, what if the 9 positive x-ray images that were wrongfully predicted as negative are actually x-ray images that are infected with a new variant of the COVID virus that is very contagious? The penalties for having an actual positive or false negative labeled incorrectly are extremely substantial in this outlined scenario. This predicament explains the concept of "accuracy paradox" in machine learning models. The accuracy of the CNN model with a 55 by 55 image dimension was high, implying the model’s veracity. However, it was ineffective because it did not indicate how well the model predicted the desired class. Consider that the difficulty in using accuracy in the CNN models derives from the fact that the x-ray image testing dataset was not balanced with 130 observations of x-ray images of COVID positive and 50 without. This is also referred to as class disparity. The fact that most real-world datasets are imbalanced shows how important it is to be aware of the accuracy metric’s flaws and be careful when using it to appraise classification models. Thus, policymakers and data scientists should look at the precision, recall, and F1-score metrics of the model before adapting it as a prognosis image classification model.

The confusion matrix results describe the following four scenarios in the context of the COVID prognosis image classification model with 55 by 55 image dimensions. The first is a "true positive scenario," in which the model accurately predicts COVID in a patient who already has COVID. The second scenario is a "false positive," in which the model predicts COVID in a patient who does not have COVID. The third is the "false negative scenario," in which the model predicts that a patient with COVID does not have COVID. The final scenario is the "true negative scenario," in which the model predicts that a patient without COVID will have no COVID. While the "true positive scenario" and the "true negative scenario" are desirable outcomes, the "false positive scenario" and "false negative scenario" are incorrect predictions with undesirable
consequences. The "false positive scenario" implies that out of 50 patients who do not actually have COVID, the model indicates that 19 do. In reality, these 19 patients will almost certainly undergo costly and worthless treatments that will jeopardize their health. On the other hand, the "false negative scenario" implies that 9 of the 130 patients who actually have COVID were not detected by the model. As a result, these nine patients will not be found, spread the virus to their loved ones, and not get any treatment that could lead to the deterioration of their health. As one might expect, the consequences of the "false positive scenario" and "false negative scenario" are quite different, but nonetheless substantial. This is applicable not only to COVID x-ray image classification but also to a variety of other applications in the healthcare industry. While data scientists and machine learning engineers would prefer that all model results fall within the "true positive scenario" and "true negative scenario," no machine learning model is perfect in real life. Model predictions almost always contain "false positives" and "false negatives." The goal would then be to make sure there are as few false positive and negative results as possible. This can be done by using precision and recall.

In terms of precision, it is interesting to note that the CNN model with an image dimension of 21 by 21 that has the lowest accuracy among the 5 models got the highest precision rate at 0.98. The CNN model, with an image dimension of 55 by 55, only got a 0.86 precision rate, trailing the CNN model with an image dimension of 34 by 34 at 0.92. In terms of recall, the CNN model with an image dimension of 55 by 55 got the highest value at 0.93. As a policy-maker or data scientist, you must decide when to use precision and when to use recall. Consider that precision and recall both quantify the classification performance of a model, but in distinct ways. Precision quantifies the magnitude of error introduced by false positives (FP), whereas recall quantifies the magnitude of error introduced by false negatives (FN). As a result, before deciding on a metric to use, one should weigh the relative importance of these two types of errors in the use-case of this study. Thus, the critical question is which type of error is more undesirable: is it a false positive or false negative? Several studies in healthcare would suggest that the most undesirable predicament is the false negative scenario for failing to diagnose a particular disease for proper treatment (Kader, et al., 2020; Joyce, et al., 2021; James, et al., 2021). Being untreated for COVID can endanger one's life and increase the probability of spread of the virus, which is probably worse than getting unwarranted treatment. It makes sense to choose a model with as few FNs as possible, as the effects of errors due to FNs are estimated to be large. That is, you should use recall, not precision. So, when should one employ precision? Many real-world datasets are unlabeled, which means policymakers have no idea which category each observation belongs to. One of the main advantages of utilizing machine learning to classify x-ray images is that it requires less human effort. As a result, it is preferred to use a CNN model that will predict as many true positives as possible. Precision should be prioritized over recall in such situations.

It's also feasible that the errors generated by FPs and FNs are equally bad for a particular use-case. As a result, both precision and recall should be maximized. Due to the sheer trade-off between precision and recall, it is not possible to maximize both precision and recall simultaneously in practice. The value of precision decreases when the value of recall increases, and vice versa. F1-scores can be used to figure out which model is best based on a pair of precision and recall values for CNN models. Among the 5 CNN models, the CNN model with an image dimension of 55 by 55 has the highest F1-score at 0.89. In this case, if "false positives" and "false negatives" are considered unacceptable errors, the F1-score should be prioritized over accuracy, precision, and recall.

Conclusion

Based on the training time and the metrics of accuracy, recall, and F1-score, the CNN model with an image dimension of 55 by 55 is the best prognosis image classification model. It is important to note that in the healthcare field, undiagnosed prognosis is an important issue as it may lead to serious repercussions as COVID is a very contagious and infectious virus. Thus, recall and the F1-score are being
prioritized over the other metrics. Furthermore, the number of Fibonacci patterns will further increase, and this might affect the performance of the model. This means that the image dimension of 55 by 55 can be used as a benchmark for more research to improve the metrics and reach the desired value of 0.90 or above for the accuracy, precision, recall, and F1-score. This study recommends exploring the configuration of other hyperparameters such as the number of hidden layers, the number of nodes, and the number of image dimensions. In addition, future research may explore the possibility of integrating other machine learning algorithms to enhance the performance metrics of the CNN models that were created in this study.
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